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s and Cons

e Drawbacks

cessing cores. — Can be difficult to

h the CPU as a program.

sor — Memory Transfers

ocal memory between GPU and CPU

h are costly (time).

ne community — Cores typically run the

ers same code.

— Errors are not detected
(on older cards)

— Double precision
calculations are slow (On
older cards)
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C Systems

0’, 15,616-core GPGPU cluster

N The ‘GFX10’ cluster consists

of 32 compute nodes with two
240-core nVidia Tesla M1060
GPGPU accelerators, eight
Intel Xeon cores and 18 GB of
RAM per node. The peak
aggregate performance of the
entire cluster is 59 trillion
single-precision floating-point
operations per second.
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. GPGPU Developer Nodes

Name Cores Memory GPUs [\ [e] {1

dev-gfx08 4 8GB 3 3 Nvidia 480 GTX Cards

dev-gfx10 8 18GB 2 2 Nvidia M1060 Tesla Cards

dev-gfx11 4 8GB 2 1 Nvidia 480 GTX Card

dev-gfx11-4x 8 18GB 4 2 Nvidia C2075 Tesla Cards,
1 Nvidia C2070 Tesla Card
and 1 Nvidia 580 GTX card

(I

. Installed Software on HPCC

* Cuda toolkit

— For programming in ¢/c++ and fortran

* PGI compilers with graphics accelerator
support.

* cublas — Cuda version of blas libraries
» cufft — Cuda version of fft libraries
* pycuda — Python Cuda Interface

* Openmm/gromacs — Molecular Dynamics
Program optimized for GPUs
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» Cuda Zone B
— ~90 thousand cuda B
developers. ]
— Lots of software
examples .
— Developer Forms .
— Tutorials H
s http://www.nvidia.com/ |
object/cuda_home.html [
* www.gpucomputing.net .
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on the GPU cluster -

#!/bin/bash -login .
#PBS -1 nodes=1:ppn=1:gfx10,gres=gpu:1l, feature=gpgpu
#PBS -1 walltime=01:00:00 .

module load CUDA

mycudaprogram myarguments
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N
powertools B
N
uda N
uda_ hybrid []
]
N
ubrid
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Study Group

S
5pm (1442 BPS)

.msu.edu/mailman/listinfo/gpgpu-

ation
c.msu.edu/display/gpgpu/
GPU policy decisions

if you are interested in
/Jor willing to help organize the
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