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. Shared memory
submission scripts

* Typically one node with multiple
processors per node (ppn)
— #PBS —| nodes=1:ppn=8

* Different programs use different methods
to tell them how many processors to use
— Command line arguments
— Environment variables

. Example: shared memory@
Script :

* Bowtie uses shared memory parallelization
* Get the bowtie example
>module load powertools
>getexample bowtie

Change to the bowtie directory
>cd ./bowtie

Look at the submission script
>less ./bowtie.qgsub

* Run the job

MCHCANSIIS gsub bowtie . qsub

. OpenMP

* Common Shared Memory penalization
* Single program runs in many threads

* Really easy to pick loops that are parallel
and split them into multi threads

* Minor modifications to code that can be
written not to affect single
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. simpleOMP.qsub example

#!/bin/bash -login
#PBS -1 wallt 00
#PBS -1 nodes=1: feature=gbe

cd ${PBS_O WORKID}
NUM THREADS='cat ${PBS NODES} | wc —1°
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. MKL

* Does shared memory Paralliation built in:

— FFTW
— BLAS

. simpleOMP.qsub example

#!/bin/bash -1lo
#PBS -1 walltime :01:00
#PBS -1 nodes=1:ppn=8, feature=gbe

module load MKL
cd S{PBS_O ¥
MKL_NUM THREAD:
cport MKL_ N
./mk1lJob

{PBS_NUM PPN}

gstat —-f ${PBS
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