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HPCC
[l
f MPI
ors and compiling [
cript
e developer nodes =
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[l
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vors of MPI
[l
enmpi (default)
vapich was much faster that [
rsion of openmpi is just as c
h
nmpi is much easier to use, O
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ing Flavors

ule” command to switch
wo versions of mpi

dule is loaded by default
vapich you first need to unload

nload openmpi

d to load mvapich:
oad mvapich

th commands in one step by

wap openmpi mvapich

m
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#!/bin/bash -login
#PBS -1 nodes=10:ppn=1
cd ${PBS_O WORKDIR}
mpirun <program name>

#!/bin/bash -login

#PBS -1 nodes=10:ppn=1

cd ${PBS O WORKDIR}

module swap openmpi mvapich

mpiexec <program name>
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out an example

ne of the developer nodes

wertools module:
oad use.cus powertools

example program. This will
der called helloMPI:
le helloMPI

he helloMPI directory and read
files
the following on the command
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g MPI jobs

instead of mpiexec

ile

>> ./hostfile

>> ./hostfile

>> ./hostfile

>> ./hostfile

mple:

4 —hostfile ./hostfile helloMPI
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, [l
on the Command Line
[l
r automatically knows how
ere to run MPI processes. B
the command line, you need
nodes and processors. ]
nmpi and mvapich are a little
[l
[l
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nd Line Differences
[l
* mvapich
— mpirun .
one — Requires both the —np
rrent and —machinefile flag
to run. B
need
and
[l
n use
e the .
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: []
nd line
mpirun -np 4 -machinefile machinefile <program name>

mpirun -n 4 -hostfile machinefi

le <program name>

heck and either MPI

openmpi mpirun

mvapich  mpirun

n will work with either B
Iy
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[]
I command do you use?
]
]
mpirun =
mpiexec B
]
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