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ciences / second

g More Science, Faster

ducing the “Mean time to Science”

is designed to help researchers do
science and when appropriate scale
up to one of the national labs
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High speed network interconne
ardwa * MPI jobs

* High Speed Parallel Scratch
Space

General Purpose Graphics Cluster

SANVIDIA.

?\ __Large Capacity “FAT” Nodes
‘\ *Up to 2TB of RAM
TEo0E CTOSTe ETaTea *Up to 64 cores
ode contains four 2.2 GHz
ores, 8 GB of RAM, and
g — ||

Common OS Image ,
* RHEL6.0 ¢ ol
e Compile once , A |

- ) 12GB - 2TB RAM nodes
* Runanywhere ; 64 core 2.66 GHZ Xeon

processors.
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Bioinformatics VMs
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orted Development Software
ilers, openmp, openmpi, mvapich,
mkl, pathscale, gnu...

orted Research Software

, fluent, abaqus, HEEDS, amber,
na, starp...

ftware

make, cuda, imagemagick, java,
iesta...

up to date list, see the documentation wiki:
iki.npcc.msu.edu/
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XSEDE

Extreme Science and Engineering
Discovery Environment

BLUE WATERS

SUSTAINED PETASCALE COMPUTING
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NS amazon
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Seminars in Research and
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Dec 18 and 19, 2012 N
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Time

Coupled
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Sis
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le: Boundary
tions

D or 3D simulation
a grid of cells

ormation that is
d at the boundary
S

he dynamics of the
a time interval

ps 2 and 3

Image Provided by Dr. Mantha Phanikumar, MSU
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. Boundary Simulations

* Fluid dynamics

* Finite element analysis
* Molecular dynamics

e Weather

* Etc.

O’Shea

» System of PDE (Partial Differential equations)

* Mathematically equivalent to inverse of a
matrix

i

MICHIGAN STATE Turk, Smith, O'Shea TopR,

. Boundary Simulation

* Tightly to loosely coupled
* Typically solved with MPI

* PDE solutions available for GPU and
OpenMP
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MICHIGAN STATE
IVERSITY

. Example: Data Analysis

1. Input data file

Find features,
search or filter
data in some
way

3. Output Results

. Data Analysis

Computer vision tasks

Bioinformatics

Astrophysics
* Etc. =
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. Data Analysis

* Loosely coupled

* Bulk of computation is typically pleasantly
parallel o, P

* Can be l/O bound '

The footprints of the Sloan Digital Sky Survey’s 5" Data
Release and the Galaxy Evolution Explorer’s 2" Public _p
MICHIGAN STATE Release ICE?

UNIVERSITY

. Example: Search

* Randomly generate test candidates
* Evaluate the quality of solution
* Repeat until found

1/16/13
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. Search

Evolution (Avida)
Genetic Algorithms
RANSAC

Monte Carlo

BREtC.

=
(@)
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rm

IVERSITY ICER

. Search

* Pleasantly parallel

* The more the

better e
* Typically not 1I/O

bound
* Typically not

memory bound aVaTa e

BEACON, evolved foraging behavior,
digital evolution study
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