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. What problems are we solving?

e Boundary Simulations
* Data Analysis

e Search
AUo~A
LSS

Image Provided by Dr. Mantha
Phanikumar, MSU

Image Provided by Dr.
Warren F. Beck, MSU

Images from, “Understanding the H, Emission from the Crab
Nebula”, C.T. Richardson, J.A. Baldwin, G.J. Ferland, E.D.
MICHIGAN STATE Loh, Charles A. Huehn, A.C. Fabian, P.Salomé

(I

. Boundary Simulations

* Fluid dynamics

* Finite element analysis
* Molecular dynamics

* Weather

* Etc.

ENZO Simulation, Drs. O’Shea and Smith

» System of PDE (Partial Differential equations)

* Mathematically equivalent to inverse of a
matrix
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for food, Dr. Nicolas Chaumont
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General Purpose GPU
Accelerated Systems
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. GPUs

e (Cards used to render
graphics on a
computer

* Hundreds of cores
* Not very smart cores

* But, if you can make ORAM
your research look
like graphics
rendering you may be
able to run really fast!
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d Cons

e Drawbacks

cores. — Can be difficult to .
Uasa program.
— Memory Transfers
ory between GPU and CPU .
are costly (time).
unity — Cores typically run the
same code. .

— Errors are not detected
(on older cards)
— Double precision .

calculations are slow (On
older cards)
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