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. Science and Computation

* Pillars of Science:
— Theory

— Experimentation

— Simulation

— (Big) Data

of Science

The quest for
knowledge used
tobegin with

grand theories.
Now itbegins
with massive
amounts of data.
Welcome to the
Petabyte Age.

MICHIGAN STATE
UNIVERSITY

What is Advanced
. Computing Hardware?

Anything more advanced than your desktop

Local resources
— Lab, Department, Institution (HPCC)

National resources

— NSF (XSEDE, Blue Waters), DOE (Jaguar),
Others

* Commercial Resources (cloud computing)
— Amazon, Azure, Liquid Web, Others
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e Advanced O
ting Hardware? -
too long
runs out of memory ]
software
d interface (visualization) =
[l
[l
1]
[l
f problems
[l
uting (think simulation) []
d
of memory (think genomics) c
of data (think astronomy) =
fall in more than one category =
1]
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s of Systems

National and Commercial

* Advanced HPC
— Specialty hardware
— High speed backbone
— High speed storage
* Grid
— Many HPC systems linked
together by high speed
network
* Cloud
— Lots of definitions

— Typically refers to computing
as a service using highly
flexible virtual machines
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PC Systems F Q

Memory Nodes (up to 2TB!) E &

ccelerated cluster (K20, M1060)
ccelerated cluster (5110p)

540 nodes, 7000 computing cores

s to high throughput condor cluster

B high speed parallel scratch file space
replicated file spaces

s to large open-source software stack
pecialized bioinformatics VMs I_ﬁ
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1CER

e for Cyber Enabled

(iCER) at Michigan State

(MSU) was established to

e and support multidisciplinary
for computation and

ional sciences. The Center's goal
nce MSU's national and

nal presence and competitive
isciplines and research thrusts
on advanced computing.

i
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er Science

of iCER is NOT:

he goal of iCER IS:
es / second

re Science, Faster

g the “Mean time to Science”
signed to help researchers do
nce and when appropriate scale
o one of the national labs
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le Software

ed Development Software

, 8Nu...
ed Research Software
ent, abaqus, HEEDS, amber, blast, Is- .

ke, cuda, imagemagick, java, openmm,

to date list, see the documentation wiki:
pcc.msu.edu/

|
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s, openmp, openmpi, mvapich, totalview, .

are .

ts

s 50Gigs of backed-up

J/username/

ccess to more than 363TBof |
arallel scratch space.

space is also available upon
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° L] .
Opportunities
[l
hs to a year
tain your computers for you [
get exclusive use of their
4 hours of submitting a job
ill automatically overflow into
esources. =
[l
17!
ICER
: []
uy-i1n
[l
ow!
eneral purpose base nodes []
64 gb
28gb nodes B
28gb and 2xK20 GPU nodes
28gb and 2xPhi Card nodes B
ther costs may apply. Please talk to B
ke more details
1]
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Discover Emdronment ]
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User Training,
Education and Support

H
Local Workshops  siftware carpentry
— Software carpentry

— Introduction to Linux and HPCC
— Advanced HPCC
Remote Training

— VSCSE — Virtual School for Computer Science
Education

— XSEDE training Workshops

a

2013
CYBER

INFRASTRUCTURE
OCTOBRER 24-25
Save The Datel!

http://tech.msu.edu/Cl-Days/
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Research Specialist
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rmatics Outreach
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isplay/Bioinfo/Bioinformatics+Support+at+MSU
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BLAST — shared memory
tributed memory

ler — multithreaded shared mem

, distributed memory

ns: OpenMP, OpenMPI, MVAPICH, ]

DA
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Thread Jobs

[l
One CPU can only
run one thing at a =
time. (sort of)
[l
[l
[l
17!
. . []
unication
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ork
Network
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t can we go?

s each operation take?
erations do you need to run?
of Cores job will run on.

estimate:

asantly parallel time:
/CPUs

i

ICER

18



7/31/13

r Who are you? -- Biometrics

Pairwise-All Problem

tabase of faces
mpare everything to everything else

Iculate a Matching score to use for
entification http://tech.msu.edu/Cl-Days/

Test Scan Anchor Point Detection ICP alignment Final Surface Compairson I_pl
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x 943 Slmllarlty Matrlx

0.5

ICER

imated Calculation Times

sing
(seconds) = 189 Minutes

3 * 5 (seconds) = 103 Days

tched to themselves always result in 0 mm
43 - 943) * 5 (seconds) = 103 Days

ed Alignment Algorithm is symmetric.

43 —943)/2 * 5 (seconds) = 51.5 Days

d models once per row instead of every time
-943)/2 * 3 (seconds) + 943 * 2 (seconds) = 31 Days

. i3
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n Time for Full =
Matrix =

Full Matrix  Full Matrix less Full Matrix less Single load of Multi-
Same scan Equivalent model files Computer

files Matches system
: [l
e go even bigger?
[l
ingle processor computer ]
d-hoc cluster. ]
HPCC ]
[l
N
[l
N
[l
N
1]
TCER 42
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[l
Pleasantly Parallel
[l
mand line
e job time: [
minutes
1 week c
urs
ssions script N
[l
17!

e
put files: =
9.in 13.in 17.in
10.in 14.in 18.in .
11.in 15.in 19.in
12.in 16.in .
Il of output files:
9.out 13.out 17.out
10.out 14.out 18.out .
11.out 15.out 19.out
12.out 16.out .
ax.
nputfile > outputfile
I
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. PBS Job Arrays

* One submission script copied many times
* Uses the PBS —t option
— Ranges: 1-10
— Lists: 2,4,100,3
— Combination: 1-10,20,50,100
* Distinguish between jobs by using the
PBS_ARRAYID environment variable

=

MICHIGAN STATE
UNIVERSITY ICER

. Simple Job Array

#!/bin/bash -login

#PBS -1 walltime=00:05:00,mem=2gb
#PBS -1 nodes=1l:ppn=1, feature=gbe
#PBS -t 1-100

cd ${PBS_O_WORKDIR}

./myprogram ${PBS ARRAYID}.in > ${PBS ARRAYID}.out

gstat —-f ${PBS JOBID}

23



e: Job Arrays

r_farm example:

ad powertools

e blender farm

der farm B

sb file, using “less”

[l
der farm.gsub
[l
der farm.gsub
17!
b array limitations
[l
more than 144 cores running N
it more than 256 jobs at once
[l
work around this problem.
[l
]

i

.
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b array numbers

mbers in a job array have the same
number

8210

PBS_ARRAYID is show in square
ets

8210[1]

8210[2]

e all jobs using one command

| 7478210[]

I+
arge Shared Memory
stems (Fat Nodes)
b,512gb,1tb and 2tb nodes
64 cores
I+

ICER
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HTCondor Cluster

screen saver and Scavenges

i3

ICER

ng Help

and iCER Staff for:

stem Problems
writing/debugging Consultation
PC grant writing

uests

ral Questions

f contact - www.hpcc.msu.edu/contact
n and User Manual — wiki.hpcc.msu.edu
(517) 353-9309

1400 PBS

Monday — Friday 9am-5pm
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